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Introduction
When the quality of a product or service is defined by more than one
property, all the properties should be studied simultaneously to control
and improve quality.

Examples of process outputs that have multiple quality characteristics
are as follows:

Several impurities in a chemical product can be identified as peaks
on a chromatography report, and all should be reduced to improve
quality.

In printed circuit board manufacturing, there are many variables
measured on each board that defines its quality.

In healthcare, many simultaneously measured outcomes contribute
to the quality of a service to patients.

A manufactured part may have several physical dimensions that
can be measured, and they must all be within a joint region to
insure the part fitness for use.
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Introduction

If there are p quality characteristics and separate Shewhart control
charts that are maintained on each with ±3σ control limits:

The probability of a false signal from any one control chart is
0.0027 and the ARL0 = 370.

The probability of a false signal from at least one of the p control
charts is increased to 1− (1− .0027)p, and the overall ARL0 will
be greatly decreased.

This can result in in frequent false-positive signals if the p quality
characteristics being monitored are independent.

One way to compensate for this problem is to widen the control
limits on each of the separate control charts, thus increasing each
of their individual ARL0’s to the point that the overall ARL0 for
obtaining a false signal on at least one of the charts is still equal to
370. Again, that can be done if the quality characteristics are
jointly independent or uncorrelated.
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Introduction

If the several properties or quality characteristics measured on one
product or service are interrelated or correlated, the opposite problem
may occur.

The chance of missing a real change in the process is increased.

Although several charts are maintained, together they may be
insensitive to detecting real changes in the process.

Widening the limits of each individual control chart in this
situation makes the charts even less sensitive to detecting real
changes.
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Elliptical Control Region
The figure below illustrates two interrelated quality characteristics X1

and X2. It can be seen that an observation on (X1 and X2) could be
very unusual and outside the tolerance ellipse, yet well within the
independent tolerance regions for X1 and X2.
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Control Charts for Many Variables

When several quality characteristics are used in either a Phase I study
or during Phase II monitoring with a control chart, the following
considerations are important:

1 Reduce the chance of false-positive and false-negative signals when
determining whether the process is in control.

2 Take into account any correlation among the quality
characteristics studied.

3 If the process is out of control, be able to identify the nature of
the problem.
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Multivariate Control Charts

There are four distinct situations where multivariate control charts are
used:

1 Phase I with data in rational subgroups

2 Phase I with individual observations

3 Phase II with data in rational subgroups

4 Phase II with individual observations.
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Test of Multivariate Mean

When there are p correlated quality characteristics that follow a
multivariate normal distribution, the statistic for testing the hypothesis

H0 : µ = µ0, where µ0 =


µ01
µ02

...
µ0p

 is a hypothesized mean vector, and

Σ is the known covariance matrix, is: T 2 = n(x̄− µ0)′Σ−1(x̄− µ0),

and x̄ =


x̄1
x̄2
...
x̄p

 is a sample mean vector of n vectors of p quality

characteristics. The distribution of this statistic is χ2 with p degrees of
freedom.
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Multivariate T 2 Control Chart

Therefore, if rational subgroups of size n are collected, a standardized
control chart for the mean vector is made by charting the quantities

T 2
i = n(x̄i − µ0)′Σ−1(x̄i − µ0) (1)

where x̄i =


x̄1
x̄2
...
x̄p

 is the ith subgroup mean vector, µ0 =


µ01
µ02

...
µ0p

 is

the known in-control process mean vector, and Σ is the known
in-control process covariance matrix. The lower control limit for this
chart is zero, and the upper control limit is χ2

α/2,p.
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Multivariate T 2 Control Chart

When the in-control mean µ0 =


µ01
µ02

...
µ0p

 and in-control covariance

matrix Σ are unknown, they must be estimated by ¯̄x and S from a
series of in-control points on a Phase I control chart. If a Phase I study

used m subgroups of size n, ¯̄x =


¯̄x1

¯̄x2
...

¯̄xp

 , and

S =

 s̄
2
j . . . s̄1p

. . .

s̄p1 . . . s̄2p

 ,
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Multivariate T 2 Control Chart

where ¯̄xj is the mean over the m subgroups of the subgroup sample
means (x̄j =

∑n
l=1 xjl/n)) for the jth quality characteristic, s̄2j is the

mean over the m subgroups of the sample variances
(s2j =

∑n
l=1 (xjl − x̄l)2/(n− 1) for quality characteristic j within each

subgroup, and s̄jk is the mean over the m subgroups of the sample
covariances sjk =

∑n
l=1 (xjl − x̄j)(xkl − x̄k)/(n− 1) between quality

characteristics j and k within each subgroup.

If the Phase I control chart used individual samples, then x̄ is the
mean vector of the p quality characteristics over the m individual
values, and S is the sample covariance matrix over the m individual
pairs of the p quality characteristics.
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Multivariate T 2 Control Chart
When the data on p correlated quality characteristics is gathered in m
subgroups of size n, the ith T 2 statistic plotted on the control chart is:

T 2
i = n(x̄i − ¯̄x)′S−1(x̄i − ¯̄x), (2)

with upper control limit for a Phase I control chart is:

UCL =
p(m− 1)(n− 1)

mn−m− p+ 1
Fα,p,mn−m−p+1. (3)

For Phase II monitoring the T 2 statistic is

T 2
f = n(x̄f − ¯̄x)′S−1(x̄f − ¯̄x), (4)

where x̄f is a future subgroup mean to be observed, and the control
limit changes to:

UCL =
p(m+ 1)(n− 1)

mn−m− p+ 1
Fα,p,mn−m−p+1. (5)
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Multivariate Phase I T 2 Control Chart with individual
data
When the data on p correlated quality characteristics is gathered in a
Phase I study with m individual observations, the ith T 2 statistic
plotted on the control chart is:

T 2
i = (xi − x̄)′S−1(xi − x̄), (6)

and the upper control limit for a Phase I control chart is:

UCL =
(m− 1)2

m
βα,p/2,(m−p−1)/2, (7)

where βα,p/2,(m−p−1)/2 is the α percentile of the beta distribution with
parameters p/2 and (m− p− 1)/2.The upper control limit for the
Phase II control limit is:

UCL =
p(m+ 1)(m− 1)

m2 −mp
Fα,p,mn−p, (8)
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Multivariate Phase I T 2 Control Chart with
sub-grouped data

Table 9.2 in Ryan(2011) presents data for m=20 subgroups of n=4
observations on p=2 quality characteristics from a Phase I study. That
book also illustrates the use of MinitabR©, a commercial program, to
construct a Phase I T 2 control chart. The data is included as the
dataframe RyanMultivar in the R package qcc.

That dataframe is in the format for the mqcc() function in the qcc

package that makes, T 2 control charts. However, it is not in the format
that would normally be used to store multivariate data. The IAcsSPCR

package, that contains the dataframes from this book, also contains the
same data (Ryan92) in a more familiar format. This format includes
one line for each observation and one column for each quality
characteristic.
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Multivariate Phase I T 2 Control Chart with
sub-grouped data
The R code below illustrates retrieving the dataframe and reformatting
it so that the mqcc function in the qcc package can be used to create a
T 2 chart.
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Multivariate Phase I T 2 Control Chart with
sub-grouped data
The mqcc function requires the data be formatted as a list of m by n
matrices one for each quality characteristic. The next two statements
in the code on the last slide extract the quality characteristic columns
from the data frame, and then reformat each of them into a m = 20 ×
4 = n matrices. Finally these matrices are combined in a list named
XR. This list is shown side by side below.
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Multivariate Phase I T 2 Control Chart with
sub-grouped data
The next block of code illustrates the use of the mqcc() function to
create the T 2 chart shown in Figure 7.2. The summary of the object q
created by the mqcc() function is shown below the code.
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Multivariate Phase I T 2 Control Chart with
sub-grouped data
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Multivariate Phase I T 2 Control Chart with
sub-grouped data
The T 2 chart in Figure 7.2 shows subgroups 10 and 20 to be out of
control. Since the sample covariance matrix S is not diagonal, the two
quality characteristics x1 and x2 are not independent and we would
not expect X̄-charts constructed for each quality characteristic to be as
sensitive to detecting changes as the T 2 chart.
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Multivariate Phase I T 2 Control Chart
In Figure 7.3, it can be seen that although the x1 coordinate and the
x2 coordinate for subgroups 10 and 20 are not unusual on their own,
the two pairs of coordinates lie outside the control ellipse.
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Multivariate Phase I T 2 Control Chart with
sub-grouped data
The control chart should be reconstructed without the out-of-control
points to get better estimates of the in-control mean vector and
covariance matrix. This is illustrated in the R code below.
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Multivariate Phase I T 2 Control Chart with
sub-grouped data
The resulting T 2 chart is shown in Figure 7.4.
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Multivariate Phase I T 2 Control Chart with
sub-grouped data
Now it can be seen that subgroup 6 is beyond the UCL. The process of
refining the control limits and adding items to the OCAP is often an
iterative process as described in Chapter 4.
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Multivariate Phase I T 2 Control Chart
The code below was used to re-create the T 2 chart eliminating
subgroup 6. The output of the summary, below the code, shows the
revised estimates of the mean vector, covariance matrix, and the
revised UCL.
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Multivariate Phase I T 2 Control Chart with
sub-grouped data

Assuming out-of-control points like subgroups 6, 10, and 20 can be
avoided in the future, the process should remain in control with the
mean vector and covariance matrix approximately equal to the results
shown in the summary output on the last slide.
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Monitoring Variability with Multivariate Control Charts

When multivariate data is collected in subgroups, it is possible to
monitor the process variability as well as the process mean vector.

High values for some quality characteristics may be an indicator of
a deterioration in quality

Monitoring the mean vector of quality characteristics is not the
only way to detect this possible problem

Increases in the variability correspond to short term spikes that
could again indicate sporadic reductions in quality

For that reason the process variability, indicated by S, should be
monitored in addition to the mean vector
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Monitoring Variability with Multivariate Control Charts

Alt(1985) proposed two different control charts for monitoring the
covariance matrix S

The simplest of the two is based on the generalized variance, |S|
the determinant of the covariance matrix

This is a univariate statistic and Alt constructed a control chart
based on the interval E(|S|)± 3

√
V (|S|)

The expected value and variance of |S| are:

E(|S|) = b1|Σ|,

V (|S|) = b2|Σ|.

b1 = 1
(n−1)p

∏p
i=1 (n− i),

and b2 = 1
(n−1)2p

∏p
i=1 (n− i)

[∏p
j=1 (n− j + 2)−

∏p
j=1 (n− j)

]
.

Multivariate Control Charts September 8, 2020 28 / 68



Monitoring Variability with Multivariate Control Charts
The R package IAcsSPCR contains a function GVcontrol() for
constructing a control chart of the generalized variances. The example
code below shows how it can be used to create a control chart of the
generalized variances for each subgroup in the data from Ryan’s table
9.2 that was described in the last section. Part of the output is shown
below the function call and the rest is on the next slide.
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Monitoring Variability with Multivariate Control Charts
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Monitoring Variability with Multivariate Control Charts
The control chart produced by the GVControl() function is shown in
Figure 7.7

In this control chart, it can be seen that the generalized variances from
each subgroup fall within the control limits, and process variability
appears to be in control.
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Monitoring Variability with Multivariate Control Charts

In order to have accurate estimates of the covariance matrices
within each subgroup, the subgroup size n should be substantially
larger than the number of quality characteristics p

In Phase I studies with sub-grouped data, the variance estimates
within each subgroup are pooled, or averaged, to get an estimate
of the process σ or Σ (for multivariate charts) that becomes the
standard for Phase II monitoring

If there are assignable causes in some subgroups that indicate an
increase in the covariance matrix, Σ, those subgroups should be
removed before finalizing the estimate of Σ and checking for out of
control signals on the T 2 chart
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Monitoring Variability with Multivariate Control Charts

Consider the data in the dataframe Frame that is included in the
IAcsSPCR package. This dataframe contains m = 10 subgroups of data
with p = 3 quality characteristics. The subgroup size is n = 10. This
data is in the familiar format with one line for each observation, a
column indicating the subgroup number, and additional columns for
each of the 3 quality characteristics.

The code below retrieves the dataframe and calls the GVcontrol()

function to make a control chart of the generalized variances. The
control chart is shown in Figure 7.8.
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Monitoring Variability with Multivariate Control Charts

Multivariate Control Charts September 8, 2020 34 / 68



Monitoring Variability with Multivariate Control Charts
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Monitoring the Mean Vector with Multivariate Control
Charts

The code below illustrates reformatting the data in Frame so that the
mqcc() function can be used to produce a T 2 chart of the data. The
T 2 control chart of this data is shown in Figure 7.9
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Monitoring the Mean Vector with Multivariate Control
Charts
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Monitoring the Mean Vector with Multivariate Control
Charts

The T 2 control chart in Figure 7.9 appears to indicate that there are
no assignable causes of differences in the subgroup mean vectors.
However, assuming that whatever caused the increased variances for
subgroup 10 can be eliminated in the future, this subgroup should be
removed and the two control charts reconstructed.
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Monitoring Variability with Multivariate Control Charts
The code below removes subgroup 10 and calls the GVcontrol()

function to make a control chart of the generalized variances for the
first 9 subgroups in Figure 7.10.
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Monitoring Variability with Multivariate Control Charts

Figure 7.10 on the next slide shows the variability now to be in a state
of control, and the printed results in the previous slide shows that the
generalized variance |S| has decreased from 17.10 to 9.06.
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Monitoring Variability with Multivariate Control Charts
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Monitoring the Mean with Multivariate Control Charts
The code below re-formats the data in the reduced dataframe sFrame

and calls the mqcc() function to produce a T 2 control chart. The
resulting chart is shown in Figure 7.11 on the next slide.
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Monitoring the Mean Vector with Multivariate Control
Charts

Figure 7.11 shows that the apparent in-control situation shown in
Figure 7.9 was caused by the inflated generalized variance estimate
|S| = 17.10 that was made prior to eliminating subgroup 10. If this
were a Phase I study, the next step would be to investigate the cause
for the out-of-control subgroup 7.
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Phase II T 2 Control Chart with subgrouped data
Continuing with the example using the dataframe Frame, suppose new
process data was obtained in real-time monitoring. The dataframe
Xnew in the R package IAcsSPCR contains 20 new subgroups of 4. The
R code below creates a control chart using the Phase II control limits
based on the mean and covariance matrix estimates from the Phase I
study after eliminating subgroups 6, 10 and 20, then the mqcc()

function adds the new data on the right side of the control chart.
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Phase II T 2 Control Chart with subgrouped data

In the mqcc() function call shown on the last slide, the first argument
X tells the function to calculate the control limits based on the data, X,
used in making Figure 7.6. That data contained m=17 subgroups. The
argument newdata=Xn tells the function to add the reformatted new
data on the right. The arguments limits=FALSE and
pred.limits=TRUE tell the mqcc() function to use the formula for
control limits in Equation 7.5 rather than Equation 7.3. The Phase I
control limits in Equation 7.3 are called limits by the mqcc() function,
while the Phase II limits in Equation 7.5 are called pred.limits.

Finally, the arguments center=q$center and !cov=q$cov tell the
function to use the estimates of the in-control mean and in-control
covariance matrix when calculating the plotted T 2

i values given by:
T 2
i = n(x̄i − ¯̄x)′S−1(x̄i − ¯̄x). The in-control mean and covariance

matrix were calculated when making Figure 7.6. The resulting control
chart with additional data is shown in Figure 7.12.
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Phase II T 2 Control Chart with subgrouped data
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Phase II T 2 Control Chart with subgrouped data

Figure 7.12 shows shows that the process mean values for the 11th
through 20th new subgroups have T 2 values that fall above the upper
control limit. The UPL=12.54592 can be calculated using Equation 7.5
when p = 2, m = 17, and n = 4 by modifying the code above Figure
7.2.

There is no need to wait for 20 new subgroups of data to construct the
Phase II control chart.
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Phase I T 2 Chart with Individual data
Observations on 5 impurities from 30 individual lots Gonzales(2003-4)
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Phase I T 2 Chart with Individual data
In the code on the last slide the argument type="T2.single" specifies
that this is a T 2 chart for individuals. The output below the code
shows the mean vector (over the 30 observations) for impurities A, B,
D, E, G, and the covariance matrix calculated with the 30 observations.
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Phase I T 2 Chart with Individual data

The control chart should be re-created eliminating observation 8.
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Phase I T 2 Chart with Individual data

Now it can be seen the 4th observation falls above the UCL
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Phase I T 2 Chart with Individual data
After investigating and eliminating the 4th observations, the process
appears to be in control and the mean vector and covariance matrix
can be used in Phase II monitoring.
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Phase II T 2 Chart with Individual data

Continuing with Gonzales(2003-4)’s example, there were 160 additional
observations from Phase II monitoring of drug lots. The dataframe
DrugIn in the IAcsSPCR package contains the first 10 of these
observations. The code below creates a Phase II control chart of the
additional 10 observations on the right.
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Phase II T 2 Chart with Individual data

In Figure 7.16 it can be seen that an assignable cause is signaled at the
5th observation in the additional data.
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Interpreting Out-of-control Signals

Which of the p quality characteristics (or subset of them) is mainly
responsible for an out of control signal on a T 2 chart.

When there are only two quality characteristics, the ellipse plot
made by the ellipseChart() function can help.

When there are more than two quality characteristics, making a
barchart of the the percentage change of each of the quality
control characteristic from its mean value is useful.

To better determine the contribution of each quality characteristic,
Runger, Alt and Montgomery(1996) discussed the decomposition
of the T 2 statistic for an out-of-control point.
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Barchart of Impurity Percentage Changes from the
Mean for Observation 8
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Decomposition of the T 2 statistic

T 2 is the T 2 value of an out-of-control point

T 2
(i) is the T 2 for the same observation omitting quality

characteristic i and only using the other p− 1 quality
characteristics

Runger, Alt and Montgomery recommend computing the values di
(i= 1, 2, . . ., p) and then focusing on the variables for which the di
values are relatively large.

The T 2 values for each of the observations can then be retrieved as
the statistics component in the object created by mqcc() i.e.,
object$statistics.
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Multivariate EWMA Charts with Individual Data

When µ0, and Σ are known, the T 2 chart

T 2
i = n(xi − µ0)′Σ−1(xi − µ0) ∼ χ2

p

is based on the most recent observation, xi.

Therefore, it is insensitive to detecting small shifts in the mean
vector µ0.
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Multivariate EWMA Charts with Individual Data

Lowry et. al.(1996) developed a Multivariate EWMA T 2 control chart
( called a MEWMA) that has greater sensitivity for detecting small
changes in µ0.

zi = R(xi − µ0) + (I−R)zi−1. (9)

where R =diag(r1, r2, . . . , rp) and 0 < ri ≤ 1, i = 1, . . . , p.

If there is no apriori reason to weigh past observations differently
for the p quality characteristics, then r1 = r2 = . . . = rp = r, and
zi simplifies to:

zi = r(xi − µ0) + (1− r)zi−1.

The covariance matrix of zi is Σzi = (r/(2− r))Σ
An out-of-control signal for the MEWMA occurs when
T 2
i = zi

′Σzi
−1zi > h4
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Multivariate EWMA Charts with Individual Data

Lowry et. al.(1996) used simulation to generate the upper control limit
h4 that would result in and ARL0 ≈ 200.

Table 1: Upper control limits h4 for MEWMA charts with r = .1

p h4

2 8.66
3 10.79
4 12.73
5 14.56

10 22.67
20 37.01
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Multivariate EWMA Charts with Individual Data

Consider the the following situation. A random sample of 10
observations from a multivariate normal distribution is generated with

an in-control mean of µ0 =


25
10
17
15

 and a known covariance matrix.

Σ0 =


5.40000000 0.09583333 2.0583333 3.1291667
0.09583333 0.48400000 0.2963333 0.2686667
2.05833330 0.29633330 2.2993333 1.0056667
3.12916667 0.26866667 1.0056667 2.2310000

 .
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Multivariate EWMA Charts with Individual Data

Next, another random sample of 15 observations is generated from a
multivariate normal distribution with the same covariance matrix, but

the mean is shifted to µ = µ0 + µ∆, where µ∆ =


1.10
0.60
1.00
0.70

 . The

non-centrality factor for the shift in the mean vector is

λ = (µ∆)′Σ−1(µ∆) = 1.045907.
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Multivariate EWMA Charts with Individual Data
The code below generates this data and then appends the first sample
with the second sample below it to create the matrix D.
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Multivariate EWMA Charts with Individual Data
The R package IAcsSPCR that contains the data sets and functions
from this book contains the function MEWMA() that calculates Lowry et.
al.’s MEWMA control chart. This function uses a small value of
r = 0.1 in order to be sensitive to small shifts in the mean vector.
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Multivariate EWMA Charts with Individual Data
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Multivariate EWMA Charts with Individual Data

The first argument can either be a matrix or dataframe with one
row for each observation and one column for each of the p quality
characteristics being monitored. This function works for
2 ≤ p ≤ 10 quality characteristics.

In this example, it is assumed that Σ0=covm is known and it is
supplied to the function as the second argument.

The in-control mean vector muv is supplied as the third argument

The fourth argument Sigma.known=TRUE tells the function that
these are the assumed known parameters. When
Sigma.known=FALSE then the function calculates mu and covm

from the data and they don’t need to be supplied to the function.
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Multivariate EWMA Charts with Individual Data
The first out of control point occurs at the 17th observation. Since the
mean shifted after the 10th observation, it took the MEWMA chart 7
observations to detect this change.

The T 2 chart is used on the same data, and the results are shown in
Figure 7.19
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Multivariate EWMA Charts with Individual Data

In this table, it can be seen that the MEWMA has shorter ARL’s for
noncentrality factors λ ≤ 2.5.
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